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Chemistry in TC team of LCH 



Simulations in chemistry for IT people

method Type of 
calculations

Cost Parallelization 
overhead

Quantum Matrix 
operation

N3 High

MM Vector 
norms

cN Low

QM/MM MO / VN N3 difficult
Coarse
grain

Vector
norms

cN/n Low

Nielsen S., Bulo R. Moore P. and Ensing B. PCCP, 2010,12,12401



Software that we use

Amber

FlexMD FDynamo Cobram



DNA: 12-bp, ~700 atoms
Water bath: ~7000 atoms

MM

QM

QM subsystem: ~20 atoms

Case 1: QM/MM Molecular Dynamics

Wrapper around different codes
• Passes data between codes 

via file handling
• Collect data from codes and 

give final result

Issues
• I/O and initiating calculation at 

each time step
• Difficult to parallelize



Case 2: Study of Nanoparticles

• Touching the limit of quantum mechanics 
calculation (DFT)

• Doesn’t scale well (2 nodes)
• Large files to store and transfer
• Requires days to get check point, hence 

long walltime required



http://ambermd.org/GPUPerformance.php#RCWBenchmarks

Case 3: Special hardware

• Special equipment (GPU, SSD)
• Large memory (16 GB per core)
• Large files (up to TB per file) to store and 

transfer



Conclusion
• Provide specific queues for specific calculations
• Close to our storage facility
• Provide machines for special hardware requirement

• GPU
• SSD
• RAM

• Test facility before production on National centers
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